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a  b  s  t  r  a  c  t

A  number  of  software  solutions  based  on  the  Structure-From-Motion  (SFM)  and  Dense  Multi-View  3D
Reconstruction  (DMVR)  algorithms  have  been  made  recently  available.  They  allow  the  production  of high
quality  3D  models  by  using  unordered  image  collections  that  depict  a scene  or an  object  from  different
viewpoints.  In this  work,  we  question  the  quality  of  the  data  produced  by a  commercial  SFM-DMVR
software.  An Ottoman  monument  located  in  the  region  of Xanthi,  Greece  has  been  selected  as  a  case  study.
We  attempted  to  quantify  the quality  of  the  SFM-DMVR  data  in  relation  to  the  data  produced  by  a  Time-
AFtructure-From-Motion
ense  multi-view 3D reconstruction
otal  station survey
D  data comparison
nmanned aerial vehicle

of-Flight  terrestrial  3D  range  scanner.  We  have  implemented  a  number  of  comparisons  between  different
parts  of  the  monument  in  order  to  assess  the  mesh  deviations  and  the  reconstruction’s  accuracy.  In  order
to  further  ensure  the  validity  of  our evaluation  phase,  we performed  additional  distance  measurements
between  feature  points  on  the  monument’s  surface  by  using  a  total  station  and  empirical  measurements.
The  applicability  of  the  SFM-DMVR  method  was  questioned  by  creating  a complete  3D  digital  replica  of
the  monument.

©  2013  Elsevier  Masson  SAS. All  rights  reserved.
DR. Research aims

In  this work, we are evaluating the accuracy of the data produced
y a multi-image 3D reconstruction technique that is of a lower cost

n terms of hardware requirements, knowledge background and
an-hours when compared with 3D range scanning. For the pro-

uced data evaluation, we have performed the 3D digitisation of the
ame monument with other methods such as terrestrial 3D laser
canning, total station surveying and empirical measurements. We
ompared the data produced by each method in terms of surface
eviation and distance measurements accuracy. The main aim of
ur research is to objectively quantify the quality of the 3D model
roduced by the image-based method, to evaluate the methods
pplicability in a real case scenario and to provide objective eval-
ation indicators regarding the advantages and limitations of the

mage-based 3D reconstruction method.
Please cite this article in press as: A. Koutsoudis, et al., Multi-image
(2013), http://dx.doi.org/10.1016/j.culher.2012.12.003
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2. Introduction

The use of 3D content derived from the cultural heritage domain
has dramatically increased over the last decade. At present, a
number of initiatives in the form of research and development
projects are focused on establishing 3D documentation as an afford-
able, practical and effective mechanism that allows the content
enrichment of cultural heritage digital libraries with 3D digi-
tal replicas [1–3]. Nowadays, 3D digitisation is considered as a
common practice in the cultural heritage domain [4]. Most of
the currently available hardware solutions produce high quality
results. However, they introduce an increase in project’s budget
not only because of the equipment involved but also because of the
data processing procedures that require advanced knowledge in
areas such as terrestrial surveying and 3D data processing [5,6]. A
cost-effective and efficient way  in terms of hardware requirements,
knowledge background and man-hours for producing high quality
3D digital replicas of real world objects is always a prerequisite for
a digitisation project.

In  this paper, we discuss the idea of replacing a 3D range scan-
ner with a digital camera and a commercial software solution that
 3D reconstruction data evaluation, Journal of Cultural Heritage

implements the Structure-From-Motion (SFM) and Dense Multi-
View 3D Reconstruction (DMVR) algorithms. We  have selected
Agisoft PhotoScan [7] as one of the major commercial SFM-DMVR
representatives currently available. We  consider the software as an

dx.doi.org/10.1016/j.culher.2012.12.003
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ll-to-one software solution for the production of digital 3D repli-
as of monuments. We  assess the applicability of the method by
reating a complete exterior 3D model of a monument using both
errestrial and aerial photography. We  evaluate the quality of the
esulted 3D mesh by comparing it against the data captured by
ther methods such as terrestrial 3D laser scanning, total station
urveying and empirical measurements.

The rest of this paper is organised as follows. In Section 2, we
escribe some of the major SFM-DMVR software solutions that are
urrently available along with references to related works that also
ttempt to provide suggestions of the method’s applicability. In
ection 3, we give a historical outline of the monument and we
ontinue by describing the digitisation procedures being followed.
n Section 4, we discuss the 3D reconstruction procedure and Sec-
ion 5 presents the data comparison and evaluation results. We
onclude in Section 6 by outlining the important findings.

.  Related work

A  number of software solutions, implementing the Structure-
rom-Motion (SFM) and Dense Multi-View 3D Reconstruction
DMVR) algorithms from image collections have been made avail-
ble to the broad public over the last years. The SFM method uses a
umber of unordered images that depict a static scene or an object

rom arbitrary viewpoints and attempts to recover camera param-
ters and a sparse point cloud that represents the 3D geometry of a
cene. The method mainly1 uses the corresponding features, which
re shared between different images that depict overlapping areas,
o calculate the intrinsic and extrinsic parameters of the camera
8]. Many systems involve the bundle adjustment method in order
o improve the accuracy of calculating the camera trajectory, to

inimize the projection error and also to prevent the error-built
p of the camera tracking [9]. Snavely et al. proposed a method
hat allows the exploration of images that have been organised in
D space by using Bundler, an open source SFM system [10,11]. A
imilar Web-based system is being currently offered by Microsoft
12].

Furthermore, Wu et al. have recently developed a version of
undle adjustment that uses hardware parallelism [13,14]. Their
oftware also integrates the work presented by Furukawa et al.
hat is able to ignore non-rigid objects (e.g. passing pedestrians)
15]. The EU funded project 3D-COFORM has implemented an
FM-DMVR system as a Web-service [16]. Comparable systems
ave been created by Autodesk [17], Viztu Technologies [18] and
cute3D [19].

In  addition, companies offer multi-image-based 3D reconstruc-
ion solutions as standalone applications. Eos Systems Inc. offers
hotoModeler Scanner [20]. The software is able to reconstruct
he content of an image collection as a 3D dense point cloud with
he help of photogrammetric targets. Towards the same direction,
gisoft offers PhotoScan [7]. This software solution can merge the

ndependent depth maps of all images and produce a single vertex
ainted point cloud that can be converted to a triangulated 3D mesh
f different densities. Moreover, Pix4D developed the Pix4UAV soft-
are that is able to create 3D digital elevation models from image

ollections captured by UAVs [21].
As the popularity of such 3D reconstruction solutions is being

ncreased, several authors are attempting to evaluate the quality of
he produced data. Neitzel et al. [22] and R. Opitz et al. [23] have
Please cite this article in press as: A. Koutsoudis, et al., Multi-image
(2013), http://dx.doi.org/10.1016/j.culher.2012.12.003

uestioned the quality and performance of some of the above soft-
are solutions in creating 3D digital elevation models. Jeroen De
eu et al. [24] and M.  Doneus et al. [25] have demonstrated the use

1 There are SFM methods in the literature which do not rely on the corresponding
nformation  [36].
AFT
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of Agisoft PhotoScan as a cost-effective method for the recording
of archaeological excavations while Nguyen et al. [26] have sub-
jectively compared the results produced by their own SFM-DMVR
system against some of the previously described systems.

4.  3D digitisation session of the Ottoman monument

In this section, we  provide some historic information about the
monument and we describe the data collection procedures that
have been followed and the equipment being used.

4.1. Case study: the Kioutouklou Baba Bekctashic Tekke

The  monument is located in the middle of a cultivable area on
the west coast of the Vistonida lake in Xanthi, Greece. It is consid-
ered as one of the most important Ottoman monuments in the area
and it may  have been built in the late 15th century. It was possibly
built on the ruins of an Orthodox Christian temple that was dedi-
cated to Saint George Kalamitziotis [27], while for the Muslims it is
considered as the grave of a Whirling Dervishe, named Kioutouklou
Baba [28]. According to Lowry [28] the term tekke (gathering place
for Dervishes) is erroneous as the monument is a tomb (türbe).

4.2.  Collecting data

The  fieldwork was  separated into five sessions. The first two
involved the terrestrial and aerial photo shooting of the monument.
Then, the terrestrial 3D laser scanning session took place followed
by the total station survey and the empirical measurements session.

For the terrestrial photo shooting session a DSLR Nikon D40 at
6.1 MP  with an 18–55 mm lens along with a tripod have been used.
On the other hand, for the aerial photo shooting session, a remote
controlled helicopter has been used. The UAV was equipped with
a three axis pan-tilt-roll remote controlled camera head (360◦ on
the horizontal axis, 220◦ on the vertical axis and a rolling ability of
60◦). A DSLR Canon EOS350d at 8.1MP with an 18–55 mm lens has
been used for the aerial photo shooting session. The total number of
photographs that has been used for the generation of the 3D model
of the monument was  652 (469 terrestrial photos and 183 aerial
photos). The average distance of the camera from the monument’s
surface was  estimated at 4 m.

Furthermore, an Optec Ilris-36D time-of-flight range scanner
has been used [29]. The system’s specifications indicate a minimum
distance of 3 m between the scanner and the surface to be scanned.
The system offers 7 mm standard deviation error for measurements
implemented at a hundred meters distance and a 2 cm maximum
distance between two  sequential points at a thousand meters dis-
tance. The integrated digital camera of the scanner has a 3.1 MP
CCD sensor but the colour quality is considered to be poor when
compared with similar systems.

A total of 24 partial scans were captured. The average dis-
tance from the monument was 16.55 m while the average distance
between two consecutive points was 1.37 cm.  A complete digitisa-
tion of the monument using the range scanner was  not achieved.
Scaffolding constructions was necessary in order to capture the top
of the monument and this was out of the scope and breadth of this
work. Nevertheless, the range scans covered both high and low-
curvature areas that were enough for validating the quality of the
data produced by PhotoScan.

In  addition, a number of distinct and visibly strong feature points
on the surface of the monument were selected. These points had
a random spatial distribution on the surface of the monument. A
 3D reconstruction data evaluation, Journal of Cultural Heritage

total of 33 points were measured using a Topcon GPT-3005 N total
station [30].

Finally, the empirical measurements session involved the mea-
surement of short distances between several details on the surface

dx.doi.org/10.1016/j.culher.2012.12.003
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f the monument. Again, a total of 10 distances between distinct
oints were captured.

.  3D model generation

SFM-DMVR methods require a large amount of memory and
rocessing power in order to solve the 3D reconstruction prob-

em. In this work, a high-end standalone computer system has been
sed. The system was equipped with an 8-core Intel i7 processor
t 3.50 Ghz, 32GB of RAM and a NVidia Geforce GTX580 3GB RAM
raphics card running Microsoft Windows 7 64-bit. The standard
dition of AgiSoft PhotoScan (Version 0.8.5) has been used.

Once  the user provides the software with an image collection,
he system almost automatically calibrates the cameras based on
he EXIF information found in the images, aligns them into the 3D
pace and produces a complete and single 3D mesh using a dense
ulti-view reconstruction algorithm [31,32].
The software offers a number of predefined 3D reconstruction

evels of detail (LOD). The level of detail affects the density of the
econstructed 3D mesh. Fig. 1 depicts the different LODs of a small
art of the monument’s exterior surface. On Fig. 1, the colour of the
esh is given at the vertices level (Vertex Painted Mesh) and thus

he higher the LOD, the higher the colour details on the model. Nev-
rtheless, PhotoScan can also produce textured mapped meshes by
lending parts of the images so that a photorealistic result can be
chieved with low complexity 3D meshes. In addition, the total
ime required for the software to align the images into 3D space
as 26 h. Table 1 presents some of the most important properties of

he different LOD reconstructed meshes. It should be noted that the
omputer system being used didn’t succeed in creating a complete
ltra-high LOD 3D mesh from the given image selection. A com-
lete 3D reconstruction of the monument’s exterior is presented
DRA

Please cite this article in press as: A. Koutsoudis, et al., Multi-image
(2013), http://dx.doi.org/10.1016/j.culher.2012.12.003

n Fig. 2.
The  current case study came to verify that the SFM-DMVR meth-

ds are no exception to one of the basic 3D digitisation rules. This is
hat the processing time of the 3D data is always much higher than

Fig. 1. Different LODs of t

able 1
hotoScan: properties of the reconstructed mesh at different LODs.

LOD Number of vertices Number of faces Distance be
vertices (m

Lowest 1,567,136 3,049,047 55 

Low 6,347,734 12,381,156 25 

Medium  29,598,434 58,141,745 15 

High 161,537,781 317,769,170 3 
FT
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the time required for the data collection. In order to reduce the 3D
reconstruction processing time, manual masking of the images was
carried out in order to remove areas of the sky, the foliage and the
monuments surroundings. Additionally, the dimensions of the 3D
model produced by the software are proportional. Hence, an appro-
priate affine transform (symmetrical scaling in all axes) has to be
applied in order for the model to depict real world dimensions. The
affine transform was  automatically implemented in Meshlab dur-
ing the alignment session of PhotoScan model against the range
scans.

6. Data comparison and results evaluation

We have selected to evaluate the medium 3D reconstruction
resolution offered by the software as the properties of the produced
mesh are considered the closest to the specifications and abilities
offered by current average cost graphics card.

A total of 11 single-view range scans were used as the ground
truth data. The selection criteria for these range scans were: the
practically parallel positioning of the scanner’s sensor plane against
the monument’s large planar surfaces and the relatively low aver-
age distance between the scanner’s position and the monument.

The  3D data comparison pipeline that we  followed included
open source software such as Meshlab [33] and CloudCompare [34].
Meshlab was  used to align the partial scans of the range scanner
with the 3D model produced by PhotoScan. On  the other hand, the
CloudCompare software was  used to estimate the surface deviation
between the PhotoScan data and the range scanner data. We chose
to compare single-view range scans against the PhotoScan model.
This resulted in more accurate surface deviation measurements
between the two  data types. An alignment and merging procedure
of the different range scans using an algorithm such as the iterative
 3D reconstruction data evaluation, Journal of Cultural Heritage

closest point (ICP) would build-up the surface deviation error. This
is due to the fact that ICP is attempting to minimise (distribute) the
alignment error between all the overlapping neighbouring meshes.
Nevertheless, the ICP algorithm, implemented in Meshlab, has been

he triangular mesh.

tween
m)

Size (MB)
(file format: PLY)

Total processing time
(min)

80 16
325 43

1440 2 h 46
6554 17 h 25

dx.doi.org/10.1016/j.culher.2012.12.003
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Table 2
Mean  distances and standard deviations of all single-view range scans compared
against  the PhotoScan mesh (in meters).

Scan No. Mean distance Standard deviation (�)

1 0.001 0.008
2 0.000 0.005
3 0.003 0.017
4 0.001 0.010
5 0.001 0.010
6 0.003 0.020
7 0.004 0.012
8 0.001 0.006
9 0.003 0.018
10 0.002 0.013
ARTICLEULHER-2698; No. of Pages 7
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sed to align each single-view range scan with the PhotoScan tri-
ngular mesh model.

In  order to compare the two data types, the cloud-to-mesh
istance function offered by CloudCompare was selected as it is
onsidered more robust to local noise. The cloud-to-mesh distance
unction computes the distances between each vertex of the point
loud to the nearest triangle of the mesh surface. The distance
etween the two is calculated as follow. In cases where the ortho-
onal projection of the vertex lies inside the surface defined by

 triangle, then the distance between the vertex and its point-of-
ntersection on the surface is calculated. Otherwise, the software
stimates the distances between the vertex and its projection to
he nearest edge or to the nearest vertex of the triangle [35]. In our
xperiments, the PhotoScan model was always used as the mesh
nd each range scan as a point cloud.

Fig. 3 illustrates colour encoded surface deviations of some rep-
esentative, in terms of curvature, portions of the monument’s
xterior surfaces. These are a north wall of the antechamber that
s considered as an almost planar and of low-curvature surface,

 part of the antechamber’s roof tiles as a high-curvature area
nd a combination of both as a large portion of the monument’s
ctagonal türbe. Each surface deviation depiction is followed by

 graph showing the deviation distance frequency of occurrence
long with the mean distance and the standard deviation (�)
f the three representative scans. An increase in the mean dis-
ance and the standard deviation can be seen in the part of roof
ile (Fig. 3b). This is an indication of the inability of SFM-DMVR

ethods to reconstruct low-feature surfaces. The low frequency
DR

Please cite this article in press as: A. Koutsoudis, et al., Multi-image
(2013), http://dx.doi.org/10.1016/j.culher.2012.12.003

f colour alternations on the roof tiles in conjunction with the
ad lighting in the hollow areas between every alternate roof
ile row composes a challenging surface for SFM-DMVR meth-
ds.

Fig. 2. Viewpoints of the reconstructed monument (Smooth Shaded Trian
T
11 0.002 0.014
Weighted averages (in meters) 0.002 0.014

In addition, Table 2 shows all the mean distances and standard
deviations of the range scans that have been compared against
the mesh produced by PhotoScan. It should be noted that all
comparisons resulted in Gaussian like distributions. As each range
scan covered an area of different size, the total number of vertices
that compose each scan was used as a contribution weight to
the average mean distance and standard deviation. As shown in
Table 2, the total weighted average mean distance between the
two data types is 2 mm and the total weighted standard deviation
14 mm.

For  further assessment of the PhotoScan data, we compared a
number of distance measurements between specific feature points
AF

 3D reconstruction data evaluation, Journal of Cultural Heritage

on both data types (range scans and PhotoScan mesh) to the
measurements that we have previously carried out on the actual
monument using a total station. The feature points being used were
apparent and easy to be recognised on the monument’s surface;

gular Mesh and Vertex Painted Medium Quality Triangular Mesh).

dx.doi.org/10.1016/j.culher.2012.12.003
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Fig. 3. Colour encoded surface deviation of the different pa

ence, their random distribution on the monument (Fig. 4). The
istance differences are presented in Table 3. The manual selection
f a corresponding point on the 3D data introduces an accuracy
mbiguity. Nonetheless, the quality of the triangulated mesh as
DR

Please cite this article in press as: A. Koutsoudis, et al., Multi-image
(2013), http://dx.doi.org/10.1016/j.culher.2012.12.003

ell as the range scanner’s data provided acceptable visualisation
f these features points. The average standard deviation of those
uclidean distances is around 4 mm (Table 3) while the longest
istance between two feature points was 7.5 m.

Fig. 4. Line segments defined by feature points on the surfac
the monument and distance deviation distribution graphs.

On the other hand, we  attempted to verify a set of empiri-
cal measurements that have been previously performed on the
surface of the monument between fine details on the surface of
the monument (Fig. 4). These distances varied between 7 cm and
 3D reconstruction data evaluation, Journal of Cultural Heritage

30 cm.  Again, using Meshlab, we performed the same distance mea-
surements on the PhotoScan mesh. The results were found to be
acceptable even with the ambiguity introduced by the manual
selection of the corresponding points (Table 4).

e of the monument used for data accuracy verification.

dx.doi.org/10.1016/j.culher.2012.12.003
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Table  3
Comparison of Euclidean distances between feature points on the different types of 3D Data (in meters).

Line segment Distance using total station data Distance using range scan data Distance using SFM-DMVR data Standard deviation (�)

AB 7.580 7.592 7.601 0.008
CD 3.745 3.747 3.751 0.003
EF 3.184  3.186 3.189 0.002
GH 0.473  0.469 0.467 0.002
GI 2.313 2.313 2.311 0.001
JK 2.958  2.973 2.972 0.007
LM 1.876  1.868 1.881 0.005
NQ 3.491 3.496 3.486 0.004
ON 4.877  4.874 4.871 0.003
PR 2.661  2.672 2.665 0.004
SU 3.184 3.184 3.172 0.006
TS 4.713  4.703 4.694 0.008
Average (in meters) 0.004

Table 4
Comparison of Euclidean distances between empirical measurements on the real monument and on the PhotoScan data.

Line segment Distance on real monument Distance on SFM-DMVR data Standard deviation (�)

VW 0.233 0.233 0.0000
XY 0.290 0.288 0.0010
D′ E′ 0.283 0.283 0.0000
ZA′ 0.181 0.179 0.0010
B′ C ′ 0.714 0.715 0.0004
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F ′ G′ 1.160 

Average (in meters) 

The previous experiments contributed on verifying that
he SFM-DMVR model does not contain proportional errors.
FM-DMVR methods fail to reconstruct areas of low frequency
olour changes and areas that lack of strong features. Neverthe-
ess, the results on such challenging areas can always be improved
y taking pictures from a closer distance. In our case this wasn’t
ossible due to the size of the UAV and the safety flying distance
rom the monument. Moving around the monument with a cam-
ra is considered efficient in relation to a range scanner but again a
eduction in the efficiency factor of the method should be consid-
red in terms of number of images against the surface area being
overed.

. Conclusions

In this work, we have attempted to evaluate the quality of the
ata produced by a 3D reconstruction commercial software that

s based on the Structure-from-Motion and Dense Multi-View 3D
econstruction algorithms. The data evaluation phase indicated
hat for monuments with feature-rich surfaces under appropriate
ighting conditions and with the hardware and software solutions
eing used in this case study, high quality results can be achieved
y a large set of images. A high performance computer system in
erms of available memory, processing power and graphics card
apabilities is a prerequisite. The produced data clearly indicate that
he used hardware and software solutions can provide high quality
esults. But as it is an image-based technique, the produced data
re highly correlated and depended on the unavoidable procedure
f identifying corresponding points between images. In addition,
he quality of the produced 3D model depicts the applicability of
he SFM-DMVR methods in low budget digitisation or documen-
ation projects. The semi-automated functionality of the software
omposes an efficient solution that also expects a low knowledge
verhead from the user. Concluding, it is for certain that each tech-
Please cite this article in press as: A. Koutsoudis, et al., Multi-image
(2013), http://dx.doi.org/10.1016/j.culher.2012.12.003

ology has its advantages and disadvantages. Thus, the different
D acquisition technologies should always be considered as sup-
lemental. Both 3D range scanners and image-based solutions can
nd their applications in the cultural heritage domain. 3D range

[
[

AFT1.160 0.0001
0.004

scanners  have already proven their great potential on acquiring
high quality 3D data from complex structures in a fast and effi-
cient way. Nevertheless, the incorporation of 3D range scanning
along with topography and photogrammetry always lead to more
accurate surveys.
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